Network Connectivity and Individual Responses to Brain Stimulation in the Human Motor System
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The mechanisms driving cortical plasticity in response to brain stimulation are still incompletely understood. We here explored whether neural activity and connectivity in the motor system relate to the magnitude of cortical plasticity induced by repetitive transcranial magnetic stimulation (rTMS). Twelve right-handed volunteers underwent functional magnetic resonance imaging during rest and while performing a simple hand motor task. Resting-state functional connectivity, task-induced activation, andtask-related effective connectivity were assessed for a network of key motor areas. We then investigated the effects of intermittent theta-burst stimulation (iTBS) on motor-evoked potentials (MEP) for up to 25 min after stimulation over left primary motor cortex (M1) or parieto-occipital vertex (for control). iTBS-induced increases in MEP amplitudes correlated negatively with movement-related fMRI activity in left M1. Control iTBS had no effect on M1 excitability. Subjects with better response to M1-iTBS featured stronger preinterventional effective connectivity between left premotor areas and left M1. In contrast, resting-state connectivity did not predict iTBS aftereffects. Plasticity-related changes in M1 following brain stimulation seem to depend not only on local factors but also on interconnected brain regions. Predominantly activity-dependent properties of the cortical motor system are indicative of excitability changes following induction of cortical plasticity with rTMS.
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Introduction

Fundamental processes of the brain like learning and acquisition of new motor skills depend on neuronal plasticity in a number of spatially distributed but interconnected brain regions. Methodological advances in neuroimaging and non-invasive brain stimulation—such as repetitive transcranial magnetic stimulation (rTMS)—have substantially furthered our knowledge on cortical plasticity and underlying mechanisms (for reviews, see, e.g., Censor and Cohen 2011; Dayan and Cohen 2011). Intermittent theta-burst stimulation (iTBS) is a specific type of rTMS that induces changes in cortical excitability beyond the stimulation period (Huang et al. 2005). When applied to the primary motor cortex (M1), iTBS increases the amplitudes of motor-evoked potentials (MEPs) subsequently induced by single-pulse TMS for up to 20 min (Huang et al. 2005; for a review, see Cárdenas-Morales et al. 2010).

It is widely assumed that long-term potentiation (LTP)- and long-term depression (LTD)-like processes induced by iTBS and other rTMS protocols (Huang et al. 2005, 2007), similar to what has been observed for in vitro stimulation of cortical synapses (Tsumoto 1992), may play an important role in the evolution of these stimulation aftereffects (Thickbroom 2007). There is, however, a considerable amount of interindividual variability in the response to iTBS (and also other rTMS protocols) which seems to depend on biological factors like age (Freitas et al. 2011) and genetic polymorphisms of the brain-derived neurotrophic factor (Kleim et al. 2006; Cheeran et al. 2008), but also on technical aspects such as the direction of current flow, the intensity of stimulation and the number of pulses applied (Talelli et al. 2007; Gentner et al. 2008; Gamboa et al. 2010). Recently, Hamada et al. (2012) showed that the activation of particular classes of interneurons by iTBS—as indicated by the recruitment of late indirect waves (I-waves)—accounts for parts of individual differences in stimulation aftereffects. Interestingly, these late I-waves were demonstrated to depend on influences exerted by premotor areas, and imply a crucial role of interneuron networks in human cortical plasticity (Shimazu et al. 2004; Lemon 2008). Therefore, the question arises whether remote areas might also influence the susceptibility to plasticity-inducing stimulation protocols like iTBS. Further support for this hypothesis derives from patient studies, linking decreased functional connectivity between premotor and primary motor cortex with higher susceptibility to rTMS in patients with dystonia (Quartarone et al. 2003; Koch et al. 2008; Huang et al. 2010). Moreover, rTMS does not only induce regional changes at the stimulation site (e.g., M1), but also in spatially remote parts of the brain (Bestmann et al. 2003, 2005; Esser et al. 2006; Suppa et al. 2008; Cárdenas-Morales et al. 2011). Consequently, it appears reasonable to assume that the physiological changes following an intervention also depend on how efficient the stimulated area (e.g., M1) is integrated into a given functional network, for example, the cortical motor system. In the present study, we addressed the issue of the physiological mechanisms underlying motocortical plasticity from a system-level perspective using neuroimaging and models of connectivity (Friston 1994). We scanned a group of healthy subjects with functional magnetic resonance imaging (fMRI) during rest and while performing a simple hand motor task in order to test the hypothesis that the plasticity effects induced by iTBS on motocortical excitability are related to activity and connectivity of the motor system. Connectivity was tested prior to iTBS for a network consisting of key motor areas. Then, in 2 separate sessions, iTBS was either applied to the dominant (left) motor cortex or to a control stimulation site.
over parieto-occipital cortex (Herwig et al. 2007; Herwig et al. 2010). MEPs were recorded for a period up to 25-min post-stimulation. We correlated changes in MEP amplitudes following iTBS of M1 (or control) to BOLD activity, functional resting-state, and dynamic causal modeling of effective connectivity within the cortical motor system. Previous studies using iTBS showed that the magnitude of intervention effects is related to M1 activity and its connectivity to premotor areas (Ameli et al. 2009; Grefkes et al. 2010; Wang et al. 2011). We, hence, hypothesized that individual patterns of neural activity in M1 and connectivity between M1 and other relevant motor areas indicate the susceptibility to a plasticity-enhancing stimulation protocol like iTBS applied over M1. Given the relationship between ventral premotor cortex (vPMC), late I-waves, and iTBS response (Shimazu et al. 2004; Lemon 2008; Hamada et al. 2012), we further reasoned that subjects showing strong connectivity of this area with M1 would show especially high magnitudes of changes in cortical excitability following stimulation with iTBS.

Materials and Methods

Subjects

Twelve healthy, right-handed volunteers (mean age: 39 ± 11 years; 5 females) were recruited. Exclusion criteria were a history of brain injury, neurologic, or psychiatric disease, the presence of any major medical illness, or an intake of any medication during the time of the study. All participants gave their written informed consent for the experiments, and were paid for participation. The project adhered to the Declaration of Helsinki and was approved by the Ethics Committee of the University of Cologne.

Experimental Design

The within-subject design comprised three different sessions performed on different days. In the first session, subjects underwent fMRI measurements during rest and during performance of a simple hand motor task. In the second and third sessions, either iTBS over the dominant (left) M1 or over parieto-occipital vertex (Pz, for control) was carried out in a randomized order with electrophysiological monitoring before and after intervention. The intersession interval was 2–3 days.

Functional MRI

All subjects first underwent resting-state fMRI followed by an fMRI while subjects performed an active motor task. MR images were acquired on a Siemens Trio 3.0 T scanner (Siemens Medical Solutions, Erlangen, Germany). Both paradigms were measured using a gradient echo-planar imaging (EPI) sequence with the following parameters: TR = 2200 ms, TE = 30 ms, FOV = 200 mm, 33 slices, voxel size: 3.1 × 3.1 × 3.1 mm³, 20% distance factor, flip angle = 90°, resting-state fMRI: 184 volumes, motor task fMRI: 283 volumes. The slices covered the whole brain extending from the vertex to lower parts of the cerebellum. In addition, high-resolution T1-weighted structural images were acquired (TR = 2250 ms, TE = 3.93 ms, FOV = 256 mm, 176 sagittal slices, voxel size = 1.0 × 1.0 × 1.0 mm³).

For the resting-state paradigm, subjects were instructed to remain motionless and to fixate a red cross on a black screen during scanning. The fixation cross was presented on a shielded TFT screen at the rear end of the scanner, which was visible via a mirror mounted to the MR head coil. The resting-state session lasted about 7 min, as it has been shown that longer scanning times provide no significant improvement of signal-to-noise but promote fatigue of the subjects (Van Dijk et al. 2010). Preventing fatigue was also the reason for scanning the subjects with open eyes. The subjects were monitored by means of an MR compatible infrared camera attached to the end of the scanner.

The fMRI motor task consisted of visually cued hand movements with thumb abductions. Written instructions were displayed on the screen for 1 s indicating whether the left or the right hand had to be moved in the upcoming block of trials. Subjects were instructed to perform the movements for 14 s with maximum amplitude at a frequency of 1 Hz as indicated by a blinking circle until a black screen indicated to rest for the following 15 s. Subjects were trained outside and inside the scanner until they reached stable performance. Overall, the motor task used in the present study had only a few degrees of freedom, with a predefined movement amplitude and low movement frequency, so that subjects were readily able to perform the task with high stability after a few (2–3) practice trials. Note that the motor task activated the same muscles as used for TMS recordings (the left hand movements were necessary for localizing the motor areas of interest in the right hemisphere, which were also part of the connectivity model as described further below).

fMRI Preprocessing

fMRI data were analyzed using Statistical Parametric Mapping (SPM8; Wellcome Department of Imaging Neuroscience, London, UK, http://www.fil.ion.ucl.ac.uk). The first 4 volumes of each session (“dummy” images) were discarded from further analysis. The resting-state and the motor task EPI volumes were then realigned to the mean image of each time series and coregistered with the structural T1-weighted image. For the group analyses, all images were spatially normalized to the standard template of the Montreal Neurological Institute (MNI, Canada) using the unified segmentation approach (Ashburner and Friston 2005). Finally, data were smoothed using an isotropic Gaussian kernel of 8-mm full-width at half-maximum.

For the resting-state data, variance that could be explained by known confounds was removed from the smoothed image time series. Confound regressors included the tissue-class-specific global signal intensities and their squared values, the 6 head motion parameters from realignment, their squared values as well as their first-order derivatives (Jakobs et al. 2012; Reetz et al. 2012). Data were band-pass filtered between 0.01 and 0.08 Hz.

Statistical Analysis: fMRI Motor Task Data

For the hand motor task, statistical analysis was performed in the framework of the general linear model (GLM). The experimental conditions were modeled using boxcar stimulus functions convolved with a canonical hemodynamic response function. The time series in each voxel were high-pass filtered at 1/128 Hz. The 6-head motion parameters, as assessed by the realignment algorithm, were treated as covariates to remove movement-related variance from the image time series. Simple main effects for each experimental condition were calculated for every subject by applying appropriate baseline contrasts. Voxels were identified as significant on the single-subject level if their t-values passed a height threshold of T > 4.7, corresponding to P < 0.05 (family-wise error [FWE] corrected for multiple comparisons at voxel level).

For fMRI group analyses, the parameter estimates of the experimental conditions were compared between subjects (n = 12) in a second-level GLM with the factor hand (levels “right” and “left”). For correlation analyses between movement-related BOLD activity and iTBS aftereffects (see below), the contrast images “right-hand movements versus rest” were entered into an SPM multiple regression analysis with the individual strength of the iTBS aftereffects on cortical excitability as covariate (see TMS Data Analysis section). As all TMS parameters were derived from the left motor hand area, we had a strong anatomical hypothesis with regard to the location of significant effects in left M1. We hence performed a small volume correction (SVC) using an 8-mm sphere centered at the hand knob formation (Yousry et al. 1997) of the precentral gyrus (MNI coordinates (x, y, z): −40, −20, 52).

Dynamic Causal Modeling

We used dynamic causal modeling (DCM; Friston et al. 2003) to estimate effective connectivity among key motor areas activated by the
fMRI motor task. DCM uses a bilinear model (Friston et al. 2003), where the changes in neuronal states over time are modeled as

\[
dx \frac{dt}{r} = (A + \sum_{j=1}^{m} u_j B_j) x + Cu
\]

where \( x \) is the state vector, \( A \) represents the endogenous (intrinsic) connectivity, \( B_j \) represent the task-dependent modulations of the modeled region driven by the input function \( u \) (here: 0 or 1 due to the boxcar function of the block design employed in the fMRI experiment), and \( C \) represents the influence of direct inputs to the system. As becomes evident from this formulation, the endogenous connectivity (DCM-A matrix) is always present during the experiment and hence represents the task-independent component of interregional coupling. The task-dependent modulations represented in the \( B \) matrix, however, only contribute to the changes in neuronal states when the respective task is performed, that is, when the value input function is 1 (not, however, in the baseline condition). The bilinear model also indicates that endogenous connectivity should not be influenced or even driven by task-related activity. Rather, the latter will be independently modeled in addition to it. This, however, does not exclude that the coupling parameters correlate between DCM-A and DCM-B.

As DCMs are computed on the single-subject level, we extracted the BOLD time series (first eigenvariate) from 8 volumes of interest (VOIs) at subject-specific coordinates within 8-mm spheres around individually defined activation maxima in the normalized SPMs. The contrast "right hand movement versus rest" was used to localize the VOIs in the left hemisphere while the contrast "left hand movement versus rest" served to extract right hemispheric VOIs. All VOIs were defined by functional and anatomical criteria based on the individual activation maps superimposed on the corresponding structural T1 volume using a-priori-defined anatomical constraints: M1 on the rostral wall of the central sulcus at the "hand knob" formation (Yousry et al. 1997), supplementary motor area (SMA) on the medial wall within the interhemispheric fissure between the paracentral lobule (posterior landmark) and the corona radiata running through the anterior commissure (Picard and Strick 2001), and vPMC close to the inferior precentral gyrus and pars opercularis (Rizzolatti et al. 2002). Also other areas constitute important nodes in the motor system. For example, the dorsal premotor cortex (dPMC) situated in superior precentral sulcus is a key region in movement planning, especially with respect to visually guided reaching movements (Rizzolatti and Luppino 2001; Prado et al. 2005). However, in DCM, the stability of model estimation limits the number of areas that can be included into a model (Penny et al. 2004; Stephan et al. 2009). As monkey studies showed that neurons in vPMC (areas F4/F5) are engaged in movements of the hands and fingers while neurons in dPMC rather code movements of the arm based on visual and somatosensory information (Dum and Strick 1992; Rizzolatti et al. 1997), we decided to include vPMC into our model as the fMRI task primarily addressed finger movements (which activated vPMC rather than dPMC, see Fig. 2). As subjects were requested to move their hands according to the frequency of the visual pacing cue, activity within the cortical motor system was assumed to be driven by the visual system. Strongest activity within the visual cortex was found at the occipital poles corresponding to the foveal representations in the primary visual cortex (V1), which was selected as sensory input region for DCM (Geurts, Eickhoff et al. 2008). The individual coordinates for all VOIs are given in Table 1.

**Connectivity Models**

On the basis of published data on anatomical connectivity in macaque monkeys, we assumed endogenous connections between SMA and ipsilateral and contralateral M1 (Rouiller et al. 1994), between SMA and ipsilateral (Luppino et al. 1993) as well as contralateral vPMC (Boussaoud et al. 2005), between vPMC and both ipsi- and contralateral M1 (Rouiller et al. 1994), as well as homotopic transcallosal connections among M1–M1 (Rouiller et al. 1994), SMA–SMA (McGuire et al. 1991), and vPMC–vPMC (Boussaoud et al. 2005). Evidently, the condition-specific modulations of interregional coupling do not necessarily affect all possible anatomical connections. We, therefore, constructed 7 alternative models (see Supplementary Fig. 1) of connectivity representing biologically plausible hypotheses on interregional coupling. The models varied in complexity and numbers of connections ranging from sparsely (e.g., model 1) to fully connected models (e.g., model 7). We then used Bayesian model selection (Penny et al. 2004) to identify the model yielding the highest evidence given the data using a random effects approach (Stephan et al. 2009). Note that we did not employ model selection for the resting-state data as here coupling parameters (i.e., time-series correlations) are independently computed for each pair of connection (in contrast to DCM where the estimation of coupling parameters depends on model structure). The coupling parameters of the most likely generative model were tested for statistical significance by means of 1-sample t-tests for each experimental session (false discovery rate [FDR] corrected for multiple comparisons, \( P < 0.05 \) (Benjamini and Hochberg 1995). Correlation analyses between iTBS aftereffects and significant DCM coupling parameters were computed using Statistical Program of the Social Sciences (SPSS 19, Chicago, 2009), and finally FDR corrected for multiple comparisons.

**Statistical Analysis: fMRI Resting-State Data**

For the resting-state analysis, times series information (first eigenvariates) of the motor VOIs were extracted from the normalized EPIs at the very same coordinates as used in the DCM analysis. A seed-to-seed network analysis was computed by means of linear Pearson’s correlations between resting-state time courses of all 6 motor VOIs (\( P < 0.05 \), FDR corrected). Correlation coefficients were converted to Fisher’s Z-scores using the formula \( Z = (1/2) \times \ln(1 + r)/(1 – r) = \text{artanh}(r) \) to yield approximately normally distributed data in the resting-state connectivity matrix. This network analysis was complemented by a seed-based whole-brain group analysis consisting of correlations

**Table 1**

<table>
<thead>
<tr>
<th>Subject</th>
<th>V1_L</th>
<th>V1_R</th>
<th>SMA_L</th>
<th>SMA_R</th>
<th>vPMC_L</th>
<th>vPMC_R</th>
<th>M1_L</th>
<th>M1_R</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–8</td>
<td>–96</td>
<td>–6</td>
<td>–8</td>
<td>–6</td>
<td>–756</td>
<td>4</td>
<td>756</td>
</tr>
<tr>
<td>2</td>
<td>–4</td>
<td>–88</td>
<td>0</td>
<td>–6</td>
<td>–46</td>
<td>–56</td>
<td>–4</td>
<td>56</td>
</tr>
<tr>
<td>3</td>
<td>–10</td>
<td>–96</td>
<td>2</td>
<td>–6</td>
<td>10</td>
<td>160</td>
<td>–54</td>
<td>160</td>
</tr>
<tr>
<td>4</td>
<td>–12</td>
<td>–92</td>
<td>10</td>
<td>–6</td>
<td>56</td>
<td>30</td>
<td>–54</td>
<td>30</td>
</tr>
<tr>
<td>5</td>
<td>–12</td>
<td>–88</td>
<td>0</td>
<td>–6</td>
<td>56</td>
<td>30</td>
<td>–54</td>
<td>30</td>
</tr>
<tr>
<td>6</td>
<td>–16</td>
<td>–94</td>
<td>–12</td>
<td>–6</td>
<td>10</td>
<td>254</td>
<td>–38</td>
<td>254</td>
</tr>
<tr>
<td>7</td>
<td>–4</td>
<td>–50</td>
<td>–10</td>
<td>–6</td>
<td>8</td>
<td>524</td>
<td>–54</td>
<td>524</td>
</tr>
<tr>
<td>8</td>
<td>–10</td>
<td>–98</td>
<td>–12</td>
<td>–6</td>
<td>8</td>
<td>544</td>
<td>–54</td>
<td>544</td>
</tr>
<tr>
<td>9</td>
<td>–10</td>
<td>–94</td>
<td>–10</td>
<td>–6</td>
<td>6</td>
<td>524</td>
<td>–10</td>
<td>524</td>
</tr>
<tr>
<td>10</td>
<td>–10</td>
<td>–94</td>
<td>–12</td>
<td>–6</td>
<td>8</td>
<td>524</td>
<td>–10</td>
<td>524</td>
</tr>
<tr>
<td>11</td>
<td>–10</td>
<td>–94</td>
<td>–12</td>
<td>–6</td>
<td>8</td>
<td>524</td>
<td>–10</td>
<td>524</td>
</tr>
<tr>
<td>12</td>
<td>–10</td>
<td>–92</td>
<td>–10</td>
<td>–6</td>
<td>8</td>
<td>524</td>
<td>–10</td>
<td>524</td>
</tr>
<tr>
<td>Mean</td>
<td>–8</td>
<td>–95</td>
<td>–11</td>
<td>–6</td>
<td>–5</td>
<td>–6</td>
<td>–7</td>
<td>161</td>
</tr>
<tr>
<td>SD</td>
<td>3.5</td>
<td>4.24</td>
<td>2.26</td>
<td>2.45</td>
<td>6.810</td>
<td>4.88</td>
<td>3.33</td>
<td>2.24</td>
</tr>
</tbody>
</table>
between seed voxel time courses in stimulated left M1 and time courses of every other voxel in the brain (Eickhoff and Grefkes 2011; zu Eulenburg et al. 2012).

Transcranial Magnetic Stimulation

Single-pulse TMS was delivered using a monophasic Magstim 200\(^2\) stimulator (Magstim Co., Whitland, Dyfed, UK). MEP amplitudes were measured from the right abductor pollicis brevis (APB) muscle using Ag/AgCl surface electrodes (Tyco Healthcare, Neustadt, Germany) with a belly-tendon montage. The EMG signal was amplified, filtered (0.5 Hz high-pass and 30–300 Hz band-pass) and digitized with a Powerlab 26T and LabChart software package version 5 (ADInstruments, Ltd., Dunedin, New Zealand). The position of the electrodes was photographed in a standard montage, and used as reference for the second iTBS session to minimize intersession variability.

The coil was positioned over the hand area of M1, tangentially to the scalp with the handle-pointing posterior. The “motor hotspot” over left M1 was defined as the location where MEPs could be evoked with highest amplitude and shortest latencies. The coil position was marked on the skull using a water-proof pen, and photographed as anatomical reference for the second iTBS session. The resting motor threshold (RMT) was defined as the lowest stimulus intensity that elicited at least five responses \(\geq 50\mu V\) within 10 consecutive single-pulses with the target muscle at rest (Rossini et al. 1994; Ziemann et al. 1996; Rothwell et al. 1999).

Theta Burst Stimulation

iTBS was delivered over the left M1 using a Magstim SuperRapid2 stimulator with a figure-of-eight coil (70-mm standard coil, Magstim Co., Whitland, Dyfed, UK). In line with other groups (Huang et al. 2005; Hamada et al. 2012) we did not use the SuperRapid2 stimulator for MEP acquisition as this stimulator can only induce biphasic waveforms of the TMS pulse. However, biphasic pulses induce a complex pattern of activation in the stimulated cortex exciting different neuronal populations during the different phases of the pulse, which results in less homogenous MEPs than those evoked by monophasic pulses (Terao and Ugawa 2002; Di Lazzaro et al. 2004). We, therefore, used the Magstim 200\(^2\) stimulator to evoke MEPs with monophasic waveforms (Huang et al. 2005; Hamada et al. 2012). Note that the efficiency of iTBS in increasing cortical excitability was demonstrated not to depend on the waveform (bi/monophasic) of the TMS pulse (Zafar et al. 2008).

iTBS consisted of 3 pulses delivered at a frequency of 50 Hz every 200 ms during 2 s (10 bursts) and repeated every 10 s for a total duration of 191 s (600 pulses) (Huang et al. 2005). We first determined the motor hotspot for the SuperRapid2 coil (posterior–anterior–oriented current) followed by the assessment of the RMT (RMTs were usually higher for the SuperRapid2 than for the Magstim 2002 stimulator). Then, iTBS was delivered at 70% RMT. Note that this is a slight modification with respect to the original iTBS protocol, which uses 80% active motor threshold (AMT, Huang et al. 2005). However, we assumed similar iTBS response as 70% RMT is usually in a similar range of absolute stimulator output intensities like 80% AMT (Chen et al. 1998; Gentner et al. 2008; Sarfeld et al. 2012). Control stimulation was delivered over the parieto-occipital vertex (Pz) using the same stimulator output intensity as for M1 stimulation. To reduce possible cortical stimulation effects in the control condition, the coil was angled at 45\(^\circ\), touching the skull not with the centre but with the rim opposite the handle. In this position, the coil–cortex distance is essentially larger such that the electromagnetic field, if at all reaching the cortex, is substantially weaker and far outside the target range (Herwig et al. 2007; Herwig et al. 2010).

Motor hotspots were defined for both stimulators and marked on the skull by means of a waterproof pen. MEP amplitudes evoked by monophasic single-pulse TMS (Magstim 200\(^2\) stimulator) were evaluated before and after the delivery of iTBS.

Subjects were comfortably seated in an adjustable armchair with headrest. Baseline corticospinal excitability (in terms of MEPs) was assessed by measuring the amplitudes of 36 MEPs in the right APB muscle at rest as response to single-pulse TMS (posterior–anterior oriented current) applied with an intensity of 120% RMT at a frequency of 0.2 Hz. After iTBS, batches of MEPs to 12 single TMS pulses were recorded every 5 min for 25 min (120 RMT, 0.2 Hz) from the identical position as those evoked before stimulation (Huang et al. 2005).

TMS Data Analysis

In line with Huang et al. (2005), we analyzed iTBS aftereffects by means of a 2-way-repeated measures analysis of variance (ANOVA) of MEP amplitudes normalized to baseline assessments with the factors “intervention” (2 levels: M1-iTBS vs control-TBS) and “time” (5 levels: “5 min,” “10 min,” “15 min,” “20 min,” “25 min”), followed up by t-tests comparing baseline and MEP amplitudes after different points in time testing for the temporal maximum of stimulation aftereffects. For correlation analyses with neural activity and connectivity (BOLD signal, DCM, and resting-state parameters), we used 2 parameters as index for the strength of the iTBS aftereffects. 1) MEP amplitudes after 10 min (i.e., the point of time when strongest and most significant differences were observed between M1 and sham stimulation) and 2) the maximum MEP response (change in MEP amplitude relative to baseline) over the entire 25-min recording session. This means that we performed all correlation analyses twice, that is, for the 10-min post-iTBS values and for the maximum iTBS response over the whole session.

Statistical Correction for Multiple Comparisons

To obtain comparable statistical results, the same approach—FDR correction for multiple correlations—was used for all analyses performed in this study. This represents a trade-off between statistical sensitivity (given the large number of comparisons) and adjustment of \(P\) values required by multiple testing. However, for the main findings, we, in addition, also present Bonferroni corrected \(P\) values in order to show the statistical robustness of the results.

Results

TMS and iTBS were well tolerated and no subject reported relevant side effects. Two participants with high motor thresholds reported mild headache after the experiment.

iTBS Aftereffects on Electrophysiological Parameters

Mean RMT was 44.5 ± 8.3\% for iTBS and 43.0 ± 8.0\% of maximal stimulator output for control stimulation. Baseline MEP amplitudes were not significantly different between M1-iTBS (0.69 ± 0.46 mV) and control-iTBS (0.80 ± 0.37 mV) (Student’s \(t\)-test; \(P = 0.259\)). When testing for an intervention effect on normalized MEP amplitudes, a 2-way-repeated measures ANOVA showed a significant main effect for “intervention” (\(F_{1,10} = 7.10, P = 0.022\)) but not for “time” (Fig. 1). Although no significant interaction effect was evident (\(P = 0.13\)), which implied that iTBS over M1 induced a lasting increase in MEP amplitude, we used Student’s \(t\)-tests to identify the point of time with maximal difference between sham and M1 stimulation (as in Huang et al. 2005). We found that M1-iTBS yielded the maximum effect, that is, largest and most significant differences in normalized MEP amplitudes between M1 and sham stimulation at 10 min following stimulation (5 min: \(P = 0.047, 10\) min: \(P = 0.022, 15\) min: \(P = 0.059\)). Hence, iTBS applied over M1 with 70% RMT significantly enhanced cortical excitability compared with both baseline and control stimulation (over Pz). No significant correlations were evident for iTBS aftereffects and electrophysiological baseline parameters (RMT: \(r = -0.121, P = 0.708\); baseline MEP amplitudes: for sham- \(r = -0.162, P = 0.616\) and M1 stimulation \(r = -0.162, P = 0.614\).
fMRI BOLD Data and iTBS Aftereffects

All subjects were readily able to perform the task with the requested frequency and movement amplitude after a few seconds of training due to the relative simplicity of the motor task. Training was performed for the first 3 blocks of trials in order to control for habituation effects (scanner environment, position of the hands, etc.).

The fMRI group analysis showed that compared with no-movement (baseline), right-hand movements were associated with enhanced BOLD activity in a left-lateralized network comprising left M1, SMA, bilateral vPMC, bilateral primary, and higher visual areas (V1–V5), as well as subcortical regions like left thalamus, left putamen, and right anterior cerebellum (see Fig. 2A; P < 0.05, FWE corrected at the voxel level). Movements of the left hand yielded a similar, yet mirror-reversed network of activity.

In order to test whether the fMRI BOLD signal during movements of the right hand was related to the iTBS aftereffect on MEP amplitudes, we performed an SPM multiple regression analysis of the respective individual contrast images and the relative increase of MEP amplitudes (percentage compared with baseline) after 10 min (referring to the moment of strongest iTBS aftereffects upon M1 stimulation, see above). This analysis showed a negative correlation between iTBS aftereffects and the BOLD signal in a cluster of voxels at the motor hand knob (see Fig. 2B; local maximum at MNI coordinates (x, y, z): −40, −20, 52; T = 2.84, P = 0.048; small volume corrected on the voxel level): Subjects showing stronger M1-iTBS aftereffects were those with less preinterventional task-related neural activity in the stimulated area. Furthermore, when plotting this cluster of voxels correlating with iTBS aftereffects together with the peak activation cluster for movements of the respective hand, we observed that the local activation maxima did not overlap but lay adjacent to each other (see Supplementary Fig. 3). This means that those subjects who had more extended activation clusters around the group local maximum were those with less response to iTBS.

When correlating the imaging data with the maximum iTBS aftereffect over the 25-min recording session, we only found a trend toward significance in the same M1 cluster (P < 0.1). No further correlations between neural activation within other motor regions than M1- and iTBS-effects were evident. The equivalent correlation with the MEP data from the control-iTBS session did not yield any significant result.

Resting-State Connectivity and iTBS Aftereffects

The group analysis showed that during the resting-state, interregional coupling among the motor VOIs was predominantly significant for interhemispheric connections, that is, between SMA-SMA, vPMC-vPMC, M1-M1; left SMA-right vPMC; right SMA-left vPMC and left SMA-right M1 (P < 0.05, FDR corrected). The analysis further revealed significant intrahemispheric resting-state coupling between SMA and vPMC in both hemispheres, as well as a significant connection between left SMA-left M1 (see Fig. 3B). More importantly, there was no significant correlation between any of the resting-state parameters and iTBS aftereffects (P > 0.1, for all comparisons). Likewise, correlations between individual left M1 seed voxel maps and iTBS aftereffect sizes did not show significant effects. Hence, in our sample of subjects, we did not find a significant relationship between resting-state coupling of M1 and iTBS aftereffects.

Figure 1.

Changes in MEP amplitude following real- (squares) and sham-iTBS (triangles), normalized to prestimulation MEP amplitudes. Asterisk indicates significant aftereffect following real-iTBS compared with sham; * P < 0.05; Student’s t-test.

Figure 2.

(A) BOLD activation changes during the movement of the right hand (P < 0.05; FWE corrected at voxel level; color bar represents t-values). Activation clusters were surface-rendered onto canonical brain. (B) SPM regression analysis: cluster of neural activation at the hand knob area negatively correlated with iTBS aftereffects (changes in MEP amplitude 10-min post-stimulation; r = −0.64, P < 0.05, SVC corrected on the voxel level). CS, central sulcus; L, left; R, right.
DCM Connectivity and iTBS Aftereffects

We tested 7 alternative models of interregional connectivity (see Supplementary Fig. 1). These models varied in complexity and numbers of connections ranging from sparsely (e.g., model 1) to fully connected models (e.g., model 7). The experimental input (C matrix) was set to bilateral V1 for all models, as visual cues were used to trigger the movement frequency during the fMRI motor task. We assumed connections between bilateral V1 and all nodes of our network. It is essential to note that coupling parameters obtained from DCM refer to functional interactions, but do not necessarily reflect direct axonal connections. For example, the relay of visual information toward the premotor regions, e.g., via parietal regions that were not explicitly modeled in the DCM should be implicitly reflected in the derived rate constants of our model for effective connectivity within the cortical motor system. The model selection procedure identified model 7 (see Supplementary Fig. 1) with fully connected VOIs as the most likely generative model given the data.

Endogenous Coupling

Endogenous coupling (DCM-A matrix) refers to the coupling of areas independent of the effect of condition, that is, whether subjects moved the left or right hand. Note that this is not equivalent to an analysis of the resting-state as the whole times series information including the movement conditions are used to estimate endogenous connectivity. Therefore, endogenous coupling represents the constant component of connectivity in the activated motor system.

Overall, endogenous connectivity between the motor areas of interest was symmetrically organized across hemispheres ($P<0.05$, FDR corrected for multiple comparisons). Endogenous coupling within the left or right hemisphere was positive for the interaction between the SMA, vPMC, and M1 with strongest effects for connections targeting M1. A negative coupling was found for interhemispheric connections among both M1, indicating an inhibitory connection among bilateral M1 (see Supplementary Fig. 2).

There were significant ($P<0.05$, FDR corrected) positive correlations between iTBS aftereffects and endogenous coupling parameters from left SMA to left vPMC ($r=0.81$, $P=0.021$), from left vPMC to left M1 ($r=0.78$, $P=0.028$), and from left M1 to left vPMC ($r=0.74$, $P=0.048$). After Bonferroni correction, the connection from left SMA to left vPMC remained significant ($r=0.81$, $P=0.043$), while the coupling from left vPMC to left M1 showed a trend of significance ($r=0.78$, $P=0.083$). Hence, in contrast to the resting-state data, the iTBS-effect on excitability of left M1 was predicted by a stronger preinterventional, endogenous coupling of pre-motor areas with left M1. There were no significant correlations between endogenous coupling parameters and control-iTBS aftereffects.

Hand Movement-Specific Coupling

The modulation of interregional coupling induced by moving the right hand featured increases in the promoting influences of left vPMC and left SMA with left M1, but also inhibition of right M1 (see Fig. 4; $P<0.05$, FDR corrected). Movements of the left hand were associated with a similar yet mirror-reversed modulation of coupling. The DCM-A and DCM-B matrices yielded a weak but significant correlation ($r=0.473$, $P=0.008$). This means that subjects with higher intrinsic/endogenous coupling parameters also showed a stronger modulation of these connections during movements of the right hand.

For correlations with iTBS aftereffects, we only considered coupling parameters estimated for data recorded during movements of the right hand, as MEPs were recorded from the right APB muscle. Here, we found significant correlations (FDR corrected for multiple comparisons) for couplings from left SMA to left vPMC ($r=0.85$, $P=0.004$), from left vPMC to left SMA ($r=0.79$, $P=0.010$), from left vPMC to left M1...
(r = 0.87, P = 0.003), and from left M1 to left vPMC (r = 0.88, P = 0.005). All of these connections remained significant after Bonferroni correction for multiple comparisons (SMA-vPMC: P = 0.013; vPMC-M1: P = 0.006; M1-vPMC: P = 0.005), except the coupling from left vPMC to left SMA (P = 0.072), which showed a statistical trend. That is, greater M1-iTBS aftereffects most likely occurred in subjects with stronger excitatory couplings between left SMA and vPMC as well as between left vPMC and M1. Of note, all significant effects were found for connections within the stimulated hemisphere although also coupling parameters of the nonstimulated (i.e., right) hemisphere were considered in the analysis. The same connections also significantly correlated when using the maximum effect across the 25 recording sessions as covariate (P < 0.05, for all comparisons). Control-iTBS aftereffects did not yield any significant correlations.

Discussion

iTBS applied over left M1 was well tolerated and resulted in significant enhancement of cortical excitability for up to 10 min with a strong statistical trend for 15 min. Two prestimulation settings correlated with individual iTBS susceptibility as indexed by higher poststimulation MEPs: 1) a relatively focal and low level of movement induced BOLD-activity in the left stimulated M1 and 2) strong intrahemispheric excitatory couplings between left SMA and left vPMC, and from left vPMC driving the stimulated (left) M1. In contrast, individual iTBS aftereffects were not predicted by functional connectivity of these areas during resting-state. Our data hence strongly suggest that predominantly activity-dependent properties of the cortical motor system, especially among M1, vPMC, and SMA, are indicative of excitability changes following induction of cortical plasticity with iTBS.

Modulating Cortical Excitability with iTBS

The cellular and neurophysiological mechanisms underlying iTBS-effects to date remain poorly understood (Thickbroom 2007; Cárdenas-Morales et al. 2010). One hypothesis is that rTMS protocols like iTBS induce synaptic plasticity changes, comparable with LTP—like effects, similar to what has been observed for the stimulation of preparations of synaptic connections in vitro (Tsumoto 1992). Neuropharmacological studies showed that the response to iTBS is—at least partially—dependent on NMDA-receptor activity (Huang et al. 2007; Teo et al. 2007), resembling LTP—like effects observed in animal studies (Hrabetova and Sacktor 1997). Another mechanism possibly involved in the evolution of iTBS aftereffects lies in the alteration of the cortical inhibitory system, as suggested by human electrophysiological (Di Lazzaro et al. 2008) and animal studies (Benali et al. 2011; Funke and Benali 2011). However, the individual responses to iTBS have been shown to be relatively variable (Ridding and Ziemann 2010) which is relevant when using iTBS to manipulate cortical excitability. Hamada et al. (2012) found that about 50% of variability regarding the individual susceptibility to iTBS could be explained by which forms of I-waves (early/late; depending on different MEP latencies upon different coil orientations) can be recruited in a given subject. These I-waves evolve depending on which types of interneurons are affected by the stimulation (Hamada et al. 2012). Such an interpretation is supported by recent findings in animal models which showed that iTBS interferes with the activity of distinct subgroups of inhibitory interneurons in the cortex of the rat (Funke and Benali 2011) as indicated by changes in the expression of activity-dependent proteins like the calcium-binding proteins Parvalbumin and Calbindin.

Neural Activation and iTBS Aftereffects

We found that both fMRI activities at the stimulation site as well as strong connectivity within the motor network of the stimulated hemisphere are indicative of a better response to iTBS. Although a simple fMRI motor task was used in this study subtle variation in task performance between subjects (e.g., differences in force, timing, or velocity) might have

Figure 4. (A) Effective connectivity during movements of the right hand as estimated by dynamic causal modeling (DCM-B; green arrows represent positive coupling, red arrows indicate negative coupling). Strongest coupling estimates were found for interactions targeting left M1, while neural activity in right M1 was inhibited by both intra- and interhemispheric interactions (P < 0.05, FDR corrected). (B) Significant correlations of DCM coupling parameters with iTBS aftereffects (P < 0.05, FDR corrected). Here, high preinterventional coupling estimates between left vPMC and left SMA as well as between left vPMC and left M1 predicted stronger iTBS aftereffects after 10 min. Note that VOIs were identical to those used for the resting-state analysis (Fig. 3). Abbreviations as in Figure 3.
increased the experimental variance (i.e., “noise”). Therefore, it might well be that also activity and connectivity of other areas are related to plasticity-inducing effects, albeit to a weaker degree than the significant findings in the present study (representing the most robust effects). However, as the main focus of the present study was to investigate the role of connectivity in stimulation aftereffects, we rather preferred a simple motor task with robust BOLD activation patterns, as for DCM a reliable definition of the regions of interest is mandatory in the individual SPMs of each and every subject.

ITBS applied over left M1 compared with control stimulation was demonstrated to decrease BOLD activity in M1 during a right hand choice reaction task (button-press task upon visual cue) (Cárdenas-Morales et al. 2011). These findings probably reflect increased efficacy of neural signal transmission resulting in less neural activity required to accomplish the motor task. In line with this assumption, we found a negative correlation between changes of MEP amplitudes following iTBS and larger clusters of movement-related M1 stimulation prior to stimulation. Our data hence suggest that subjects with more focused M1 BOLD activity (possibly reflecting that less neural resources were needed to perform the task) were more responsive to iTBS. In healthy subjects, extended motor system activity is typically observed during learning of a new motor skill, which focuses during consolidation (Toni et al. 1998; Floyer-Lea and Matthews 2004; Park et al. 2010). In patient populations with motor impairments, we usually observe more extended, that is, less focal activity in motor areas, which focuses during the process of motor recovery (Chollet et al. 1991; Ward et al. 2003; Eickhoff et al. 2008; Grefkes, Nowak et al. 2008). Hence, more extended activity and less premotor–M1 connectivity are indicative for lower levels of motor performance and/or more effort to perform a given motor task. Accordingly, a more focal pattern of task-induced BOLD activity in M1 reflects a more efficient cortical motor network, which might have more capacity to respond to a plasticity-enhancing intervention. We thus speculate that subjects who showed a strong response to iTBS had “a more efficient” intrinsic motor network architecture with less need to recruit larger parts of M1 when moving the hand (i.e., more focused M1 cluster, cf., Supplementary Fig. 3) which in turn might have enabled them to recruit these “inactive” portions of M1 cortex following stimulation.

**Connectivity and iTBS Aftereffects**

Focally applied interventions like rTMS do not only have effects on the stimulated region, but may also affect activity in interconnected regions remote from the stimulation site (Bestmann et al. 2003, 2005; Suppa et al. 2008; Cárdenas-Morales et al. 2011). Likewise, the response to rTMS applied over M1 can be modulated by prior stimulation (priming) of remote areas as demonstrated for contralateral M1 (Ragert et al. 2009) and ipsilateral SMA (Hamada et al. 2009). Our data show that certain aspects of the connectivity state of the stimulated brain region are related to the individual amount of change in cortical excitability following iTBS and therefore possibly contribute to the evolution of cortical plasticity within the cortical motor network.

In the current study, we found no significant correlations between resting-state connectivity and iTBS-effects neither for seed-to-seed voxel analyses nor for M1-functional connectivity maps. This finding suggests that resting-state properties of the motor system have (if at all) only little predictive value for iTBS aftereffects. One potential caveat to this null result is that fMRI and TMS measurements were not assessed in the same session, and hence connectivity might have changed from the time of the resting-state measurements to the actual stimulation. Evidently, such short-term changes would not be reflected in the current analysis. However, earlier studies found a moderate to high test–retest reliability of functional resting-state connectivity (Shehzad et al. 2009; Van Dijk et al. 2010), making this scenario less likely. DCM applied to fMRI data has also been shown to be highly reliable between sessions (Schuyler et al. 2010). Moreover, the fact that fMRI activity and DCM connectivity pattern recorded at the same session in which the resting-state data were acquired were highly correlated with iTBS aftereffects further implies a relative stability of the data. Furthermore, other groups found evidence that resting-state assessments of brain activity are only poorly correlated with TBS susceptibility, for example, when compared with electroencephalography (EEG) recordings (McAllister et al. 2011). These data well match our resting-state fMRI results which also were nonpredictive for iTBS aftereffects. Our finding that stronger active-state connectivity between motor areas indicated a better response to iTBS aftereffects resembles data reported for the auditory system where stronger DCM connectivity of the primary auditory cortex predicted a better response to rTMS (Andoh and Zatorre 2011).

Interestingly, in the present study also endogenous coupling among the motor areas (DCM-A) in the stimulated hemisphere was related to iTBS aftereffects albeit not as strong as observed for the additional effect induced by movements of the right hand. While it may seem puzzling at first that endogenous coupling in DCM is related to iTBS aftereffects whereas the “endogenous” resting-state connectivity is not, this apparent discrepancy is readily resolved when considering that, in these 2 cases, the term “endogenous” has vastly different meanings. In DCM, endogenous connectivity represents the constant part of connectivity in the activated motor system, which also includes the entire task set and—in contrast to resting-state scans—is specific to a particular fMRI experiment (Friston et al. 2003). Therefore, a possible interpretation is that the biological factors facilitating the coupling of motors areas in the activated motor system might also enable a higher susceptibility to plasticity-enhancing interventions like iTBS. For example, lesions to gray or white matter were demonstrated to reduce endogenous coupling between premotor areas and M1 concurrent to reduced motor performance in stroke patients (Grefkes, Nowak et al. 2008; Grefkes et al. 2010; Rehme et al. 2011; Wang et al. 2011). Both the lateral premotor cortex and the SMA region have dense axonal connections with M1, and both areas are known to be critical for motor planning and control (Jenkins et al. 2000; Schubotz and von Cramon 2003; Hoshi and Tanji 2004, 2007). Therefore, one explanation for our finding is that higher coupling of M1 with premotor areas reflects stronger activity-dependent synaptic transmission, which might impact on the susceptibility of neuronal excitability to iTBS.

**Premotor Connectivity and iTBS Aftereffects**

A more specific interpretation is possible for the significant correlation between the excitatory coupling from left vPMC to...
left M1 and iTBS aftereffects: Hamada et al. (2012) found that individual aftereffects of iTBS might depend on individual differences in the recruitment of cortical neurons simulated with TMS. Subjects in whom late I-waves (estimated by latency differences of MEPs computed for different coil orientations) were recruited showed high susceptibility to iTBS. Late I-waves are a part of the MEP generated by stimulation of M1, possibly reflecting the input of complex oligosynaptic circuits to corticospinal neurons located in M1 (Hamada et al. 2012). These late I-waves have been shown to be enhanced following iTBS (Di Lazzaro et al. 2008). Electrophysiological studies in macaques demonstrated that late I-waves are strongly influenced by input from neurons located in vPMC (Shimazu et al. 2004; Lemon 2008). This relationship fits well with our data, which showed that effective connectivity between vPMC and M1 was a strong predictor for iTBS aftereffects. However, whether or not I-waves are related to connectivity parameters assessed with fMRI remains to be explored in future studies.

Furthermore, an alternative line of interpretation of our findings is that not only vPMC and M1, but the entire motor system is engaged in the aftereffects following M1 stimulation. Given the finding that the iTBS-effects correlated with connectivity among M1, vPMC, and SMA not only for the feed-forward, but also for the feedback directions, we hypothesize that this connection pattern represents the network’s ability to successfully propagate activity between cortical motor regions. TMS experiments performed during fMRI acquisition showed that M1 stimulation does not only induce BOLD activity in the stimulated region but also in interconnected motor regions like SMA and premotor cortex (Bestmann et al. 2003). This fits perfectly with our findings that plasticity-enhancing stimulation effects were associated with the connectivity strength among these regions. Therefore, an interesting (but speculative) interpretation of these relationships is that the whole system including the SMA and premotor cortex rather than a single area only might contribute to intervention effects. Support for this hypothesis is found in a study published by Ameli et al. (2009) who could show that stroke patients with lesions affecting the premotor cortex but sparing the M1 hand knob region are less responsive to excitability enhancing 10-Hz rTMS. Such effects might, for example, result from disrupted connectivity of the stimulation site, which would nicely fit the interpretation of the present data. Hence, the individual ability to strongly interconnect important cortical motor regions might underlie the induction of cortical plasticity within the cortical motor network (as indicated by the correlation with the individual changes in cortical excitability following iTBS).

Esser et al. (2006) demonstrated changes in premotor cortex activity after iTBS applied to M1 using high-density EEG. In the present study, we did not assess fMRI after iTBS as the primary objective of the study was to investigate the relationship between connectivity and variability in motor cortex plasticity induced by noninvasive brain stimulation. Other studies have already demonstrated that rTMS may interfere with connectivity not only at the stimulation site, but also between remote areas (Grefkes et al. 2010). However, the effects of iTBS on motor system connectivity remains to be elucidated in future studies.

Conclusions

iTBS aftereffects on M1 excitability are robustly predicted by a low level of BOLD activity at the stimulation site as well as strong effective connectivity among premotor areas, and a strong excitatory coupling from vPMC to M1. In contrast, there was no association with connectivity measured at rest. Importantly, our data confirm that cortical plasticity as induced by iTBS not only depends on local features of the stimulated cortex but is also influenced by interactions with remote cortical areas. Here, our data suggest that especially the ventral premotor cortex plays a crucial role in modulating iTBS responses in M1. Furthermore, the task-dependent interplay of M1, vPMC, and SMA seems to be involved in changes in cortical excitability and therefore cortical plasticity within the human motor network.
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Supplementary material can be found at: http://www.cercor.oxfordjournals.org/.
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