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This paper presents a computational model allowing quantitative
simulations of acquisition of neocortical neuronal number across
mammalian species. When extrapolating scientific findings from
rodents to humans, it is particularly pertinent to acknowledge the
importance of the accelerated enlargement of the neocortex during
human evolution. Neocortex development is marked by discrete
stages of neural progenitor cell proliferation and death, neuronal
differentiation, and neuronal programmed cell death. We have
developed computational models of human and rhesus monkey
neocortical neuronal cell acquisition based on experimentally
derived parameters of cell cycle length, commitment to cell cycle
exit, and cell death. Our model results agree with independent
stereological studies estimating neocortical neuron number in adult
and developing rhesus monkey and human. Comparisons of our
primate models with previously developed rodent models suggest
correlations between the lengthening of the duration of the
neuronogenesis period and a lengthening of the cellular processes
of cell cycle progression and death can account for the vast
increase in size of the primate neocortex. Furthermore, when
compared with rodents, we predict that cell death may play a larger
role in shaping the primate neocortex. Our mathematical models of
the development and evolution of the neocortex provide a quantita-
tive, biologically based construct for extrapolation between rodent
and humans. These models can assist in focusing future experi-
mental research on the differing mechanisms of rodent versus
human neocortical development.
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Introduction

A defining feature in the evolution of primates is the remarkable

increase in the size of the neocortex, the thin, layered sheet of

neurons on the dorsal surface of the brain (Northcutt and Kaas

1995). Across mammalian species, there is a massive amount of

variation in the absolute and relative size of the neocortex. The

neocortex can occupy anywhere from 25% to 80% of the brain,

even though the overall cellular architecture is conserved in all

mammals (Clark et al. 2001). Although a large increase in the

relative size of the neocortex is evident in the evolution of

primates and some other mammals such as cetaceans, the

relative size of other brain regions, such as the cerebellum and

hippocampus, stays constant or becomes smaller in proportion

to total brain size (Hofman 1982; Clark et al. 2001). In fact,

neocortical surface area increases 100 times from mouse to

monkey, and 1000 times from mouse to human, however, the

thickness of the neocortex stays constant or increases only

slightly (approx. 2 times) (Rockel et al. 1980; Rakic 1995).

The overall progression of neocortical development is amaz-

ingly well conserved across species, despite the large variations

in size and specializations that occur in adults (Hendry et al.

1984; Smart 1991; Bayer et al. 1993; Kornack 2000; Clancy et al.

2001). The beginning of neurogenesis is marked by the first

asymmetric division of progenitor cells, forming one young

postmitotic neuron and one progenitor cell that continues

proliferating. As neurogenesis proceeds, a higher percentage of

cells exit the cell cycle and become young postmitotic neurons

that begin migration out of the ventricular zone (VZ), through

the intermediate zone to the cortical plate (CP). The first

neurons are generated form the inner layers of the neocortex,

whereas additional layers are formed by young neurons migrat-

ing past the previous layers, referred to as an inside-out pattern

of layer formation. Autoradiographic and retroviral lineage

analyses in mouse and monkey and histological studies in

humans suggest that this process of neurogenesis begins at

E11 in the mouse, E40 in the rhesus monkey, and about E42 in

humans (Rakic 1974; Rakic and Kornack 2001; Caviness et al.

2003). The duration of neurogenesis is greatly extended in both

humans (approximately 84 days) and monkeys (approx. 60

days) (Rakic 1988) compared with the mouse (approx. 6 days)

(Smart and Smart 1977; Takahashi et al. 1997) and rat (7 days)

(Bruckner et al. 1976; Lund andMustari 1977; Nowakowski et al.

1989; Bayer et al. 1993). These data suggest that a stable

progression of neuronogenesis is tied to a variable length of

neuronogenesis across species. This relationship has been used

to explain the observation that late-generated structures with

an inside-out pattern of layer formation, such as the neocortex,

can evolve to become disproportionately large (Finlay and

Darlington 1995; Finlay et al. 1998, 2001; Marin-Padilla 1998).

Programmed cell death also plays a major role in shaping the

mammalian neocortex. A well-supported hypothesis suggests

that in postmitotic neurons, concurrent with synaptogenesis, an

elimination process occurs in neurons not making correct

connections. These neurons are not reinforced with trophic

support and are deleted via apoptosis (Cowan et al. 1984; Raff

et al. 1993). Cell death also plays a role in the proliferative zones

of the developing cortex (Chun 2000). In humans and rodents,

apoptotic nuclei are very rare during neocortical development

(Simonati et al. 1997). However, it is not known whether similar

percentages of death labeled cells at any one time correlate to

a similar relative reduction in the number of cells in the final

structure. Indeed, determination of the total number of cells

that die based on histological counts of dying cells is a partic-

ularly difficult task because the length of time between label

acquisition and complete clearance of death labeled cells is hard

to ascertain and is dependent on whether the detection method

is an early or late marker of cell death (Voyvodic 1996).
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As biomedical research routinely relies on the rodent model,

an appreciation of the evolutionary changes in the cellular

mechanisms of neocortical development is necessary in order

for us to delineate how specific perturbations during develop-

ment may cause long-term neocortical-related deficits in

humans. We have previously built computational models for

rat and mouse neocortical development from the production of

neurons during neuronogenesis through the normal loss of

young neurons during synaptogenesis to form the final pop-

ulation of neurons in the adult neocortex (Gohlke et al. 2002,

2004). In addition, we have applied these models to quantita-

tively described the impact of ethanol-induced inhibition of the

cell cycle and induction of cell death on neocortical neuronal

number (Gohlke et al. 2002, 2005). Using the same underlying

mathematical construct, here we develop models of rhesus

monkey and human neocortical development. We base our

models on specific experimental studies in monkeys and

humans, which measure the length of neuronogenesis, the

cell cycle length, and the amount of cells labeled for death

during neocortical development.

The theory of heterochrony, or changes in the rate or

sequence of developmental events, offers an evolutionary

context in which to explain diversity in size and shape based

on the lengthening or shortening of developmental processes,

such as is evident with the evolution of the neocortex. The

overall lengthening of the duration of the neuronogenesis

period in primate species compared with rodent species may

be dependent on lengthening of cellular processes, such as the

rate of cell cycle progression and rate of programmed cell death.

For example, sequential S phase labeling during neocortical

neuronogenesis in the rhesus monkey and rodent species

suggesting that the cell cycle length is much longer in primates

supports this hypothesis (Miller and Kuhn 1995; Takahashi et al.

1995; Kornack and Rakic 1998). However, it is unknown

whether lengthening of the process of cell death also occurs

in primate species. We explore the theory of heterochrony

among species as it relates to the evolution of the neocortex by

building rate-adjusted models based on the assumption that

both the cell cycle progression and death rates are proportional

to the duration of neuronogenesis across species. We compare

numbers generated from our models with data generated from

independent stereological studies of adult neocortical neuron

numbers in the rhesus monkey and human.

Methods

Using the general model framework of Leroux et al. (1996), we have

developed time-extrapolated models of monkey and human neocortical

development based, in part, on our previous model for mouse neo-

cortical development (Gohlke et al. 2002, 2004), and key evolutionary

parameters such as the increased length of the neuronogenesis period

and cell cycle length in the primate (Fig. 1; Table 1). We established rates

of cell cycle progression and death for the human and monkey based on

the experimentally determined cell cycle lengths in the rhesus monkey

(Kornack and Rakic 1998) and experimentally determined % of

TUNEL(+) (terminal deoxynucleotidyl transferase biotin--deoxy uridine

triphosphate [dUTP] nick end labeling) cells over time in the human

fetus (Chan and Yew 1998; Rakic and Zecevic 2000). We compared

these with our previously developed mouse model rates (Fig. 2A and C).

Neuronal differentiation can be quantitatively estimated based on

experiments determining the percent of cells becoming postmitotic,

or the Q (quiescent) fraction, on each day of neuronogenesis in the

psuedostratified ventricular epithelium (PVE) mouse (Takahashi et al.

1996), as these postmitotic cells leaving the PVE subsequently migrate

to the CP, where they differentiate into neurons. Therefore, the

commitment to exit the cell cycle is a parameter in our model

estimating subsequent differentiation into a neuronal lineage. The cell

cycle exit commitment rate is also dependent on the cell cycle length,

which does vary between species and therefore varies the cell cycle exit

commitment rate slightly across species (Fig. 2B). Numerous reports

suggest a similar progression of the Q fraction over the neuronogenesis

period in various species (Caviness et al. 1995; Kornack 2000).

Generalized Model Construct
The general model construct has been described previously (Leroux

et al. 1996; Faustman et al. 1999; Gohlke et al. 2002, 2004). In our model

of neocortical development (Gohlke et al. 2002, 2004), the X cell

represents progenitor cells in the ventricular epithelium that have the

potential to divide, differentiate into a Y cell, or die. The Y cell

represents a postmitotic, young neuron, therefore, the Y cell cycle

progression rate is set to zero. Two assumptions of the underlying

mathematical construct are 1) commitment to differentiate from an X

cell to a Y cell is irreversible in that a committed postmitotic neuron

leaving the ventricular region does not have the potential to revert back

to a proliferating progenitor cell and 2) all cells are assumed to act

independently of each other.

To derive the mathematical properties of the model, let X(t) and Y (t)

denote the numbers of X and Y cells at time t, respectively. Then

a transition probability can be defined as

Pðx ; y ; t ; xo; yo; toÞ = PðX ðt Þ = x ;Y ðt Þ = yjX ðtoÞ = xo;Y ðtoÞ = yoÞ: ð1Þ

The initial time to represents the beginning of neuronogenesis, so that

the number of type Y cells initially present will be yo = 0. We use a

Kolmogorov forward equation to describe the transition probabilities:

dPðx ; y; t Þ=dt = ðx – 1Þk1ðt ÞPðx – 1; y; t Þ + ðx + 1Þl1ðt ÞPðx + 1; y; t Þ
+ ðy – 1Þk2ðt ÞPðx ; y – 1; t Þ + ðy + 1Þl2ðt ÞPðx ; y + 1; t Þ
+ ðx + 1Þmðt ÞPðx + 1; y – 1; t Þ – ½xk1ðt Þ + xl1ðt Þ + yk2ðt Þ
+ yl2ðt Þ +xmðt Þ�Pðx ; y; t Þ: ð2Þ

When the number of X cells initially present is large, the distribution

of (X(t), Y (t)) is approximately bivariate normal by the central limit

theorem. Therefore, the moments, or the numbers of X and Y cells at

time (t) can be derived through the first-order differential equation and

Figure 1. Critical parameters for primate neocortical neuronogenesis models. This
diagram shows key parameters for mouse, monkey, and human neocortical neuro-
nogenesis models as they relate to the original framework for a computational model
for developmental processes proposed by Leroux et al. (1996). Mouse neocortical
neuronogenesis lasts approx. 6 days (Takahashi et al. 1995), whereas monkey lasts
approx. 60 and human lasts approx. 84 days (Rakic 1988; Kornack and Rakic 1998).
The starting cell number (X0) in the primate models is approx. 4 times that of the
mouse (Caviness et al. 1995), the cell cycle progression rate (k1) of precursor (X) cells
is approx. 2--4 times slower in primate models (Kornack and Rakic 1998), and the cell
death rates (l1 and l2)and commitment rate (m) from X cells to committed neuronal
(Y) cells are comparable across species (Caviness et al. 1995; Rakic and Zecevic
2000). IZ, intermediate zone.
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can be approximated through a solution matrix described previously

(Leroux et al. 1996; Gohlke et al. 2002).

Primate Models of Neocortical Neuronal Acquisition (Phase 1)
The founder X cell population (X0), or the number of cells present at

the beginning of neuronogenesis, has been estimated experimentally

in the mouse using stereological techniques (Haydar et al. 2000). Based

on the larger monkey fetal brain size, Caviness et al. (1995) estimated

the monkey founder cell population is from 4 to 5 times larger than the

mouse. Here we have increased the mouse cell founder population

(estimated at 500 000 cells) 5-fold to estimate both monkey and human

founder cell populations, to give an estimated founder population of

2 500 000 cells. Sensitivity analysis of this parameter has been performed

previously in rodent models (Gohlke et al. 2004).

A piecewise constant approach is used in which time steps are

employed to accommodate the time varying parameters of neocortical

neuronogenesis. Each model has 11 time steps spanning the length of

neuronogenesis which has been experimentally determined as spanning

approximately 6 days for the mouse (Takahashi et al. 1997), 60 days for

the rhesus monkey (Rakic 1974; Kornack and Rakic 1998), and

approximately 84 days in the human (Rakic 1978, 1988; Simonati et al.

1999; Chan et al. 2002). The time steps for our mouse model are

calculated as the length of each experimentally determined cell cycle

(Takahashi et al. 1997), whereas in our primate models, time steps span

several days as the length of the neuronogenesis period is considerably

longer. No difference in output was seen when we increased the

number of time steps (up to 100) in our primate models.

Our primate models have an X cell cycling rate (k1) based on the cell

cycle length data at E40, E60, and E80 in the rhesus monkey (Kornack

and Rakic 1998). Although this is the only study determining actual cell

cycle lengths, other studies using proliferation cell nuclear antigen (an

auxillary protein of DNA polymerase dwhich is expressed during the G1

to S transition) in human fetal tissue or single injections of [3H] thymidine

done in the rhesus monkey offer semiquantitative support of these

results (Dehay et al. 1993; Mollgard and Schumacher 1993; Simonati et al.

1999). A linear extrapolation was used to determine cell cycle lengths

between E40 and E60 and E60 and E80. Between E80 and E100 a constant

cell cycle length was used based on the E80 experimental datum.We are

using an exponential function to describe a cell cycle progression rate

based on the amount of time it takes for a cell population to double. Cell

cycle length (Tc) was then used to calculate a monkey specific cell cycle

progression rate (kmon) by the following equation:

kmonðt Þ = ln2=Tc: ð3Þ

The meaning of the rate k1(t) is that in a small time interval (t + Dt)
the probability that a type X cell divides is approximately k1(t)Dt.

For the human model, the Kornack and Rakic (1998) data were

utilized by stretching it over the 84-day neuronogenesis period using

the following equation:

khumðthumÞ = kmonðthum – 46Þ3ð60=84Þ + 40Þ; ð4Þ

where thum = (tmon – 40) 3 (84/60) + 46, as the human neurogenesis

period starts on day 46 and is approximately 84 days long, whereas the

monkey neuronogenesis period starts on day 40 and is approximately 60

days long. This interspecies difference in the cell cycle progression rate

(k1) of X cells is shown in Figure 2(A).

The commitment rate (m0) describing exit from the cell cycle is based

on extrapolations of the experimentally determined quiescent fraction

(Q) in the mouse model (Takahashi et al. 1996). The Y commitment rate

(m0) is approximated from Q, which can be described by

Q = Y ðt Þ=ðX ðt Þ +Y ðt ÞÞ; ð5Þ

where X(t) and Y (t) denote the numbers of type X and type Y cells at

time t. We then solve for the commitment rate, m0, where

Y ðt Þ=ðX ðt Þ +Y ðt ÞÞ –Q = 0: ð6Þ

We have extended this progression of the cell cycle exit commitment

rate in the mouse over the neuronogenesis period in the monkey and

human (Fig. 2B). Although there are no direct, quantitative data

describing the progression of the Q fraction in the monkey or human,

studies show an increase and subsequent decrease of the cellular

content in the VZ that follows that of the mouse, suggesting a similar

progression of proliferative fraction (P) and Q fractions over the

neuronogenesis period (Rakic 1988, 1995; Simonati et al. 1999; Chan

et al. 2002; Samuelsen et al. 2003). Furthermore, other researchers

suggest the progression of Q is similar across species based on

comparisons of the timing of production of neurons for each layer of

the cortex showing identical scaling of the proportion of neurono-

genesis that is given to each layer in mouse, rat, cat, and monkey

(Caviness et al. 1995; Kornack 2000).

We calculated all death rates for X and Y (proliferative and non-

proliferative) cells using TUNEL experimental results. The TUNEL

method identifies apoptotic cells in situ by using terminal deoxynu-

cleotidyl transferase to transfer biotin-dUTP to these strand breaks of

cleaved DNA. The death rates for X and Y cells (l1 and l2) are calculated
by the following equation:

l = ½ðlnð1 – ð%TUNELð + Þ=100ÞÞ= – 1Þ324 h�=CL; ð7Þ

where CL = 2.5 h and represents the duration of label in dying cells using

TUNEL staining in the ventricular region of the rat neocortex during

neuronogenesis, referred to as the clearance time (Thomaidou et al.

Table 1
Experimental data for parameterization of neocortical development models

Reference Model
parameter

Description Phase 1 model Phase 2 model

Mouse experimental data
Cell cycle length (Tc) on E11--E16 (Takahashi et al. 1995) k1 X-cell cell cycle

progression rate
Figure 2(A) (mouse only) Figure 3(C) (Eqs. 9, 10) (monkey

and human)
Quiescent fraction (Q) on E11--E16 (Takahashi et al. 1996) m0 X--Y commitment rate Figure 2(B) (Eqs. 5, 6) (mouse,

monkey, and human)
Figure 3(B) (Eqs. 5, 6)

% TUNEL(þ) on E15--18 (Hoshino and Kameyama 1988;
Verney et al. 2000)

l1 X cell death rate Figure 2(C) (mouse only) —

% TUNEL(þ) on P1--P14 (Hoshino and Kameyama 1988;
Verney et al. 2000)

l2 Y cell death rate Figure 2(C) (mouse only) —

Clearance time of apoptotic cells
in developing forebrain on E19

(Thomaidou et al. 1997) l1 and l2 X and Y cell death rate Figure 2(C) (Eq. 7) (mouse,
monkey and human)

Figure 3(B) (Eqs. 9, 10) (monkey
and human)

# of neurons in PVE on E11 (Caviness et al. 1995;
Haydar et al. 2000)

X0 Initial # of X cells Equation (1) (mouse, monkey
and human)

Equation (11) (human)

Monkey experimental data
Cell cycle length (Tc) on E40,
E60, and E80

(Kornack and Rakic 1998) k1 X-cell cell cycle
progression rate

Figure 2(A) (Eq. 3) (monkey
and human)

Figure 3(A) (Eq. 8) (human)

Human experimental data
% TUNEL(þ) for weeks 6--32 (Rakic and Zecevic 2000) l1 and l2 X and Y cell death rate Figure 2(C) (Eq. 7) (monkey

and human)
Figure 3(C) (Eqs. 7, 9, 10) (monkey
and human)
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1997). Although no quantitative analyses of cell death in the monkey

developing neocortex are available, we utilized 2 human studies to

estimate l1 and l2 in both the monkey and human models. Chan and

Yew (1998) report TUNEL staining at 14, 18, 27, and 32 weeks in the

developing human (Chan and Yew 1998). These measurements are

supported by Rakic and Zecevic (2000), who report % TUNEL(+) cells in
the proliferative VZ and subventricular zone (SVZ) and CP of the

developing human at 4.5, 6, 11, 21, and 27 gestational weeks. A linear

extrapolation connecting the experimental data points of Rakic and

Zecevic (2000) at 6, 11, and 21 gestational weeks in the VZ/SVZ or CP

was used to predict % TUNEL(+) cells between experimental time

points for cell death determination of X and Y cells, respectively, during

the neuronogenesis period in both the monkey and human models. To

estimate cell death in Y cells after neuronogenesis during the synapto-

genesis period of gestation, a linear extrapolation was performed on the

% TUNEL(+) cells in the CP from Chan and Yew (1998) at 18, 27, and 32

weeks and Rakic and Zecevic (2000) at 21 and 27 weeks to predict Y

cell death between 18 and 32 weeks in the monkey and human model.

Figure 2(C) compares our time-dependent death rates from our mouse

model (Gohlke et al. 2004) with those used in our primate models.

Sensitivity Analyses
The impact of uncertainty in parameter estimation was explored

through several sensitivity analyses. An analysis was performed on the

linear extrapolation used for deriving cell cycle lengths based on any 2

points of the monkey cell cycle length (Tc) data, as the reduced cell

cycle length during the latter portion of neuronogenesis reported in the

monkey is inconsistent with rodent data (Fig. 2A). This analysis suggests

using all 3 data points is the most consistent fit to independent

stereological data (Suppl. Fig. S1). A sensitivity analysis of the founder

cell population (X0) parameter suggests using a 4-fold rather than a 5-

fold increase over the experimentally derived mouse founder popula-

tion would decrease our projected total output by 23%. However, it is

important to note that changing the founder cell population alone does

not change estimates of proportional increase or decrease in the cell

population over time, as these proportional increases and decreases

through time are solely dependent on cell cycle progression, commit-

ment, and death rates. For example, changes in the founder cell

population would change the predicted absolute numbers of cells that

die but not the percentage of cells that die (see Table 2).

Application of Heterochrony Theory to Primate
Models (Phase 2)
Through sensitivity analyses of our original model, we have built

alternative models, based on the theory of heterochrony, for monkey

and human neocortical development. For these alternative models, we

hypothesize that the key parameters of neuronogenesis are correlated

to the duration of neuronogenesis in each species. These models

incorporate the time-extrapolated parameters of the model described

above. In addition, they include proportional rate parameters based on

the experimental evidence of a decreased cell cycle progression rate

during monkey neocortical neuronogenesis compared with mouse

neocortical neuronogenesis and the corresponding increased length

of the neuronogenesis period in the monkey and human compared with

the mouse. As cell cycle kinetics for neocortical neuronogenesis in

humans are unavailable, we used this hypothesis to build a model of

human neocortical development in which the cell cycle progression

rate is proportionally decreased during human neocortical neurono-

genesis based on the experimental evidence of the increased length of

neocortical neuronogenesis (from 60 to 84 days). Therefore, each time

Figure 2. Comparison of key time-dependent parameters across mouse, monkey, and
human models of neocortical development. (A) Cell cycle progression rates in mouse
model based on the cell cycle length data of Takahashi et al. (1995) shown as a dotted
line. Cell cycle progression rates in monkey and human model based on the cell cycle
length data in the monkey (Kornack and Rakic 1998) shown as solid line. (B)
Commitment rates (m) based on cell cycle lengths and the fraction of cells becoming
postmitotic with each cell cycle (Q fraction) determined in the mouse (Takahashi et al.
1997) on E12, E13, E14, and E15 shown as dotted line. Monkey and human predictions

shown as dotted line. (C) Cell death rates based on percent TUNEL(þ) cells in mouse
through neuronogenesis (Hoshino and Kameyama 1988) shown as dotted line and
synaptogenesis (Verney et al. 2000) shown as dashed line, and human (Chan and Yew
1998; Rakic and Zecevic 2000) from 6 to 32 weeks gestation shown as solid lines. See
Methods section for further details and rate equations. Experimental data used to
calculate cell cycle progression, commitment, and cell death rates are shown as
separate points. Error bars represent standard error of the mean reported in studies.
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step in the human model was given a new cell cycle progression rate

ðkprophumÞ based on the equations below:

khum
propðthumÞ = ð84=60Þ3 kmonðtmonÞ; ð8Þ

where tmon = (thum – 46) 3 60/84 + 40. This new cell cycle progression

rate also decreases the commitment rate slightly based on the decreased

cell cycle length (Fig. 3B. and see Eqs. 4 and 5 in previous section).

We also determined a proportional cell death rate based on the

hypothesis that the cell cycle length and length of cell death are

correlated. For the monkey model, we determined a proportional

increase in the clearance time of death labeled cells (CL) based on

the proportional increase of the cell cycle length during neuronogenesis

using the equation below.

CLmon
prop = CL3 ðkmouðtmouÞ=kmonðtmonÞÞ; ð9Þ

where kmou (tmou) is the mouse specific cell cycle progression rate

shown in Figure 2(A) and described elsewhere (Gohlke et al. 2004). For

the human proportional model, we determined a proportional death

label time based on the increased monkey cell cycle length and the

increased length of the human neuronogenesis period described by the

equation below.

CLhum
prop = CL3 ðkmouðtmouÞ=kmonðtmonÞÞ3 ð84=60Þ: ð10Þ

Therefore, in this model we increased the experimentally determined

duration of dead cell detection by TUNEL of 2.5 h (Thomaidou et al.

1997) to 6.54 h, reflecting the proportional increase in the experimen-

tally derived cell cycle length from the mouse (Takahashi et al. 1995) to

the monkey (Kornack and Rakic 1998) and to the assumed proportional

increase in the human based on the increased length of the neurono-

genesis period. This lengthening of the clearance time parameter is

intended to encompass possible lengthening of any part within the cell

death process. These new death label times are then used in the cell

death rate equation (7) to determine new cell death rates for each time

step (Fig. 3C).

In our human model, we increased the founder cell population

proportional to the increased length of neuronogenesis.

Xhum
prop = ð84=60Þ3Xmon; ð11Þ

where Xmon is equal to 5 times that of the stereologically determined

founder cell population in the mouse (Haydar et al. 2000), based on the

estimate of Caviness et al. (1995).

Results

We have built models of neocortical neuron acquisition in

primate species based on time-adjusted application of experi-

mental data in the mouse, monkey, and human (Figs. 4, 5 Phase 1

models). Voracity and reliability of experimental data for

parameter estimation are essential for building a computational

model. Therefore, we performed several sensitivity analyses to

determine the relative impact of uncertainty surrounding

individual parameters in the model (see Methods section and

Fig. S1). Subsequently, we applied the theory of heterochrony to

our models by adjusting the cell cycle progression and death

rates when extrapolating experimental data between species

(Figs. 4, 5 Phase 2 models). These rate-adjusted models for

monkey and human neocortical development specifically asso-

ciate the decreased cell cycle progression rate during monkey

neocortical neuronogenesis compared with mouse neocortical

Figure 3. Comparison of key time-dependent parameters in Phase 1 and Phase 2
models for human and monkey neocortical neuronogenesis and synaptogenesis. (A)
Cell cycle progression rates in Phase 1 monkey and human model are directly modeled
from the cell cycle length data in the monkey (Kornack and Rakic 1998) shown as solid
line, whereas the human Phase 2 model postulates that the increased length of the
neuronogenesis period leads to a proportionally increased cell cycle length shown as
dashed line (see Eq. 8). (B) Commitment rates based on the Phase 1 cell cycle
progression rate shown as a solid line versus the commitment rate based on the Phase
2 cell cycle progression rate shown as a dashed line for human and monkey models.
(C) The solid lines indicate X and Y cell death rates of Phase 1 monkey and human
models based on clearance time of TUNEL(þ) cells in rat developing neocortex

(Thomaidou et al. 1997). Phase 2 models postulate an increased length of cell death
based on the increased cell cycle lengths seen in monkeys compared with mice,
indicated by the dotted line for the monkey and dashed line for the human Phase 2
models. See Methods section (Eqs. 7, 9, and 10) for further details.
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neuronogenesis with an the increased length of the neurono-

genesis period in the monkey using a correlation parameter.

Therefore, in the human, the cell cycle progression rate is

proportionally decreased from the experimentally determined

monkey rates based on the increase in the length of the

neuronogenesis period from 60 to 84 days (Fig. 3A). This

increased cell cycle length also affects the commitment rate

but only minimally (Fig. 3B). For this Phase 2 model, we also

determined a proportional cell death rate based on the

assumption that the cell cycle length and length of cell death

are correlated (Fig. 3C).

We compare our Phase 1 model and Phase 2 model output for

rhesus monkey neocortical development with independent,

stereologically determined neocortical neuron numbers in the

adult (Lidow and Song 2001) (Fig. 4). We derived the 95%

population intervals of our model simulations based on the

reported coefficient of variation of 30% in the stereology study

of neocortical cell number in the adult (Lidow and Song 2001).

Although the Phase 1 model under predicts the amount of

neurons in the adult neocortex, the Phase 2 model, with

decreased cell death, provides a better estimate of total neo-

cortical neurons.

Model output for both our Phase 1 and Phase 2 models for

human neocortical development through gestational week 32

is shown in Figure 5. We compare our model results with

independent stereologically determined neocortical neuron

number in adult humans (Pakkenberg and Gundersen 1997).

The Phase 1 model, using the cell cycle progression rates of the

rhesus monkey and the cell death rates based on the duration of

dead cell detection in the developing rodent brain, predicts

a large increase of young postmitotic neurons peaking at

approximately 16 weeks gestation. After this peak, a rapid

decline is evident through 32 weeks of gestation to give a final

estimation of approx. 9.6 billion neurons. The Phase 2 model,

which has decreased cell cycle progression and death rates

based on the hypothesis that these rates are correlated to the

increased length of neuronogenesis in humans, predicts

a smaller peak of young neurons (approx. 55% of the original

model) at 16 weeks. Furthermore, the Phase 2 model predicts

a smaller percentage of these young neurons dying through the

rest of gestation (approximately 51% compared with 85% in the

original model). The final mean neuronal number prediction for

the Phase 2 model is 21 billion, which compares well with the

independent stereological data in the adult human. As in the

monkey, the length of the synaptogenesis period extends

beyond 32 weeks of gestation and therefore more cells may

die after this point (Rakic et al. 1986). Because no estimates of

cell death are available beyond 32 weeks gestation, we do not

estimate beyond this point.

Finally, we analyze the contribution of cell death (in pro-

liferative and nonproliferative cell populations) in the shaping

of total neuronal number in the neocortex in the 3 modeled

species (Table 2). To accomplish this we have applied several

quantitative analyses of cell death during neocortical neuro-

genesis. Our previous simulations on the role of cell death

during neuronogenesis and synaptogenesis in the mouse and rat

using several experimental datasets suggest that TUNEL results

are consistent with other experimental measures of cell death

including pyknotic nuclei, Caspase-3 activation, and silver

Figure 5. Predicted number of neocortical neurons in the human Phase 1 and Phase 2
models. The Phase 1 model (dashed line) uses the cell cycle progression rate of the
rhesus monkey model based on the cell cycle length data of Kornack and Rakic (1998)
and the cell death rate equation based on the clearance time of TUNEL(þ) cells of 2.5
h experimentally determined in the developing rat neocortex (Thomaidou et al. 1997).
The Phase 2 model (solid line) considers the hypothesis that the key model parameters
such as cell cycle length, cell death rate, and founder cell population is proportional to
the length of the neuronogenesis period. Therefore, in this model the human cell cycle
was increased proportional to the increased length of the neuronogenesis period based
on the proportional increase in cell cycle length from mouse to monkey (see Eq. 8). The
clearance time in the cell death rate is also increased proportionally (see Eq. 10).
Lastly, the founder cell population (X0) is increased proportional to the increased length
of neuronogenesis (Eq. 11). The dotted lines shown represent predicted 95%
population intervals of model results based on the coefficient of variation reported in
the human stereological study described below (approx. 20%). Stereologically
determined data on neocortical neuron number in adult humans are shown for
comparison (age range from 20 to 90 years) (Pakkenberg and Gundersen 1997). Error
bars represent reported standard deviation (n 5 94).

Figure 4. Predicted number of neocortical neurons in the rhesus monkey in Phase 1
versus Phase 2 models. The Phase 1 model (dashed line) uses the cell death rate
equation based on the clearance time of TUNEL(þ) cells of 2.5 h experimentally
determined in the developing rat neocortex (Thomaidou et al. 1997). The Phase 2
model (solid line) considers the hypothesis that the length of the neuronogenesis is
correlated to the length of the cell cycle and death processes. Therefore, in this model,
the clearance time is increased proportional to the experimentally determined increase
in the cell cycle length from mouse to monkey (see Eqs. 7 and 9). The dotted lines
shown represent predicted 95% population intervals for each model results based on
the coefficient of variation reported in the stereological study (approx. 30%).
Stereologically determined data on neocortical neuron number (age 5 3 years)
rhesus monkey are shown for comparison (Lidow and Song 2001). Error bars represent
reported standard deviation (n 5 4).
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staining (Gohlke et al. 2004, 2005). In our current Phase 1

monkey and human models, we predict cell death during

neuronogenesis results in cellular loss of 63% and 80%, re-

spectively, whereas our mouse model predicts only a 10% cell

loss during neuronogenesis. This is a result of the increased

length of the neuronogenesis period in the monkey and human

compared with the mouse, as the cell death rate is relatively

unchanged across species. Our Phase 2 model works under the

hypothesis that the cell death rates (l1 and l2) are proportion-

ally decreased based on the experimentally determined de-

creased cell cycle progression rate (k1) in the primate (Kornack

and Rakic 1998) compared with the mouse (Miller and

Nowakowski 1991; Takahashi et al. 1995). This Phase 2 model

predicts less cell loss in the primate species than the Phase 1

model, however, it is still higher than that predicted in the

mouse model. Furthermore, both the Phase 1 and Phase 2

models predict more cell loss after neuronogenesis in the

primate species than in the mouse (between 27% and 85% in

primates compared with 21% in the mouse). Our results suggest

that primate species rely more heavily on cell death in shaping

the neocortex than rodent species.

Discussion

We have developed models for the acquisition of neocortical

neurons in the rhesus monkey and human and compared these

models with independent stereological investigations of neuro-

nal number. We based these models on experimental evidence

indicating that the neuronogenesis period and cell cycle length

are extended in primate species compared with rodents (Rakic

1974; Miller and Nowakowski 1991; Takahashi et al. 1995; Chan

et al. 2002). As experimental data are limited in primate species,

we performed sensitivity analyses to determine the overall

impact of possible sources of variability in parameter estimation.

We explore the impact of correlating the lengthening of the

duration of neuronogenesis to the lengthening of individual

cellular processes during neuronogenesis including cell cycle

progression, commitment, and death rates in primate species

compared with rodent species. Through this mathematical

application of the evolutionary theory of heterochrony we

accurately predict neocortical expansion in primate species.

Compared with previous attempts of modeling neocortical

neurogenesis (Polleux et al. 1997; Takahashi et al. 1997;

Nowakowski et al. 2002), our mathematical construct is most

similar to the compartmentalized structure of Polleux et al.

(1997) utilizing the versatility of differential equations to

describe the time-dependent nature of neuronogenesis. In

addition, our model specifically accounts for cell death in the

developing neocortex. The addition of this parameter was

previously shown to better predict neuronal numbers in the

adult mouse and rat (Gohlke et al. 2002).

Alternative Sites of Neocortical Neuronal Generation

Research has suggested alternative sites of neocortical neuronal

generation beyond the VZ. For example, the SVZ, an auxillary

proliferative zone derived from the VZ, is thought to give rise to

all interneurons in the developing human neocortex (Letinic

et al. 2002). Our model construct of neocortical neuronal

acquisition suggests that neocortical neuronal number can be

predicted solely from proliferation of neural progenitor cells in

the VZ. This apparent discrepancy may be explained in part by

the fact that neuronal progenitor cells within the SVZ are

derived from the VZ and are thought to undergo only one

mitosis, at most, before migrating out of the SVZ (Haubensak

et al. 2004; Miyata et al. 2004). Two studies estimate the

inhibitory neurons generated in the SVZ range from 20% to

30% of the total neocortical neuronal population in rodents and

rhesus monkey (Beaulieu et al. 1992; Parnavelas et al. 2000).

Alternatively, a study using electron microscopy estimated that

only about 12% of interneurons in layers II--VI are derived from

the SVZ (Peters 2002).

In order to evaluate the potential impact on our model, we

can estimate the maximum number of neurons we may be

overlooking by not including those interneurons generated in

the SVZ. If we assume that all SVZ progenitor cells originate

from the VZ and they undergo one mitosis in the SVZ, then our

model would at most not account for half of those neurons

generated in the SVZ, suggesting that our mean estimate model

may be off by at most 6--15%. This addition would increase our

average estimate of total number of neurons to 22--23 billion

instead of 21 billion in our human model, which is still well

within the range of variability experimentally estimated (15--32

billion) (Pakkenberg and Gundersen 1997). However, based on

limited experimental evidence, this assumption could have

a different impact on our rodent model, as at least some c-
aminobutyric acidergic interneurons are thought to originate

and subsequently migrate from the developing ventral telen-

cephalon (Anderson et al. 1997; Tamamaki et al. 1997).

Programmed Cell Death

Based on our simulations, cell death plays a larger role during

primate neocortical development when compared with the

mouse. Although the increase in the absolute number of cells

predicted to die can be explained in part by the increased

founder cell population in primates, as more cells are generated,

the predicted percentage of cells that die is also considerably

higher in primates versus rodents. Quantitative measurements

of TUNEL(+) or pyknotic cells suggest similar percentages of

death labeled cells are evident at any one time during human

and rodent neocortical development, varying between 0.1% and

0.4% (Hoshino and Kameyama 1988; Thomaidou et al. 1997;

Chan and Yew 1998; Haydar et al. 1999; Rakic and Zecevic 2000;

Anlar et al. 2003). Some researchers have suggested higher

death rates in the proliferative zones (Blaschke et al. 1998),

however, these results may be an artifact of the technique used

(Gilmore et al. 2000), and are not supported by previous

Table 2
Cross-species comparison of the contribution of cell death in models

Phase 1 model Phase 2 model

Percent cells deleted during neuronogenesis (# of cells in billions)a

Mouse 10 (0.0021) —
Monkey 63.7 (9.9) 35.3 (5.5)
Human 80.5 (257.4) 48.4 (41.2)

Percent cells deleted after neuronogenesis (# of cells in billions)b

Mouse 21 (0.017) —
Monkey 44.9 (2.6) 27.2 (2.8)
Human 84.6 (52.8) 51.2 (22.5)

aThe Y cell output after the last day of neuronogenesis (E16 in mouse, E100 in monkey, and

E126 in human) is listed as a percentage and compared with simulations with death rates equal

to zero. Total number of cells predicted to die in parentheses in billions.
bThe Y cell output at the end of modeling period (P14 in mouse, E132 in monkey, E227 in human)

compared with the output on the last day of neuronogenesis. Total number of cells predicted to

die in parentheses in billions.
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experiments cited above, experiments using retroviral labeling

techniques (Cai et al. 2002), or computational models compar-

ing different techniques for detection of cell death during

neocortical neuronogenesis in the mouse and rat (Gohlke et al.

2004).

The total length of neocortical development is much longer

in primates than in rodents, whereas the percentage of cells

labeled for death is consistent across species; thus we predict

more overall cell death in primate species. This prediction is

dependent on a constant duration of dead cell label detection

for apoptotic cells in all species of 2.5 h based on experiments in

the rat model (Thomaidou et al. 1997). Therefore, an alternative

explanation is that the cell death process is lengthened

concurrently with the lengthening of the cell cycle seen in

primate species. In fact, evidence in the rodent suggests the cell

death process is intimately connected to the length of the cell

cycle as cells only undergo cell death during the G1 phase of

the cell cycle (Thomaidou et al. 1997; Liu and Greene 2001).

Furthermore, the G1 phase is the most malleable phase of the

cell cycle and lengthening of this phase most likely accounts for

the longer total cell cycle length in monkeys compared with

rodents (Miyama et al. 1997; Caviness et al. 1999; Delalle et al.

1999; Lukaszewicz et al. 2005). Therefore, it is not unreasonable

to predict that the cell death rate may be longer in species with

longer cell cycle lengths, as we have done in our Phase 2models,

resulting in predictions of less overall cell death and more

consistency with stereological data.

Our primate models consider cell death into the third

trimester based on data derived from human fetuses through

32 weeks gestation (Chan and Yew 1998; Rakic and Zecevic

2000). We do not know of any other estimates of cell death in

primates beyond 32 weeks in the human. However, the

synaptogenesis period occurs during the third trimester but

then continues at a lower rate after birth in primates (Rakic et al.

1986; Zecevic et al. 1989). Therefore, our model may not

account for the total amount of developmentally regulated

programmed cell death. However, based on recent stereological

evidence, it appears that newborn human infants have com-

parable numbers of neurons as adults (Larsen et al. 2006),

therefore these observations suggest that postnatal neuronal

death may be of little consequence to overall neuronal numbers.

Heterochrony as a Unifying Evolutionary Theory

The theory of heterochrony, or changes in the rates and/or the

timing of developmental processes, is an important mechanism

of evolution (Gould 2000; Kavanagh 2003) and has been used to

explain variation in shell size among oysters to brain size and

long bone size in mammals (Finlay et al. 1998, 2001; Gould 2000;

Cubo et al. 2002; Smith 2006). Although cell cycle lengths vary

greatly within species according to the region or developmental

process, evidence from the zebrafish, chick, mouse, rat, and the

monkey suggests that the average cell cycle length has in-

creased through vertebrate evolution (Jacobson 1991; Miller

and Nowakowski 1991; Takahashi et al. 1993; Kornack and

Rakic 1998; Li et al. 2000).

The linkage of clock genes, such as beamter/deltaC, and

several members of the hairy/E(spl) family, with the Notch

signaling pathway (Holley et al. 2000; Julich et al. 2005;

Gajewski et al. 2006) may offer genetic support for the theory

of heterochrony. Notch signaling is critical for the progression

of the cell cycle during neuronogenesis (Bertrand et al. 2002).

In fact, it has been suggested that the similar oscillatory gene

expression responsible for somitogenesis, may also be critical

for the correct patterning of the developing nervous system

(Andrade et al. 2005; Freitas et al. 2005).

Clock genes may be involved in regulation of both cell cycle

and apoptosis pathways in several tissues (Granda et al. 2004;

Okamura 2004; Metz et al. 2006). Experimental research

indicates that the cell death process is intimately tied to the

cell cycle (Thomaidou et al. 1997; Campagne and Gill 1998;

Huard et al. 1999; Liu and Greene 2001; Kendall et al. 2003;

Alenzi 2004; Becker and Bonni 2004). For example, researchers

have identified that key regulators of apoptosis and the cell

cycle, such as p53 and cyclin D2, are closely linked with each

other and can coregulate both cell cycle length and apoptosis in

the developing brain of the mouse (Campagne and Gill 1998;

Huard et al. 1999; Kendall et al. 2003). In addition, evidence

suggests that reactivation of genes regulating cell cycle check-

points, such as Cyclin D2 and E2F, are required for the induction

of apoptosis in postmitotic neurons in the CP (Campagne and

Gill 1998; Huard et al. 1999; Liu and Greene 2001). Expanding

our knowledge of the molecular cascades controlling progen-

itor cell cycle and cell death will increase our understanding of

the underlying evolutionary mechanisms controlling the expan-

sion of the neocortex through primate evolution (Rakic 2005).

The quantitative cross-species comparison of neocortical

neuronogenesis described here is critical for identifying pre-

dictors of key interspecies differences in the developmental

processes underlying neocortical expansion through evolution.

Important morphological as well as behavioral attributes asso-

ciated with the enlarged human neocortex are absent in the

primary animal models used in biomedical research in forebrain

related diseases such as autism, attention deficit hyperactivity

disorder, and schizophrenia. This necessitates quantitative

research into the development and evolution of the human

neocortex, in order to gain knowledge of our most unique and

arguably most valuable feature as humans.

Supplementary Material

Supplementary material can be found at: http://www.cercor.

oxfordjournals.org/.
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